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Figure 6. Proportion of establishments by industry, Plaquemines Parish, LA 

 

 
Source: U.S. Census Bureau 
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Conclusions 
 
 Given the increases in population and 
employment in the three counties that had negative 
changes in those categories following Katrina and 
Rita, and the minimal change in economic structure 
in those counties, one could almost argue that they 
had at least started to recover by 2007.  One could 
also argue that, given similar economic structure 
pre- and post-events, they had not recovered 
because the pre-storm state was the “normal” 
state.  As such, only a return to pre-storm norm 
would constitute a “recovery.”  Another concern 
regarding a declaration of “recovered” stems from 
the changes in the Construction and Other Services 
(repair services) sectors.  The growth and change in 
relative economic importance in these sectors may 
only have come from an increase in demand for 
those services.  Destroyed homes and buildings, 
ruined furniture and carpets, damaged vehicles all 
needed fixing in large numbers after the storms, 
hence an increased demand for the outputs of 
those sectors.  A few more years of data will tell a 
clearer tale regarding recovery; if those sectors 
continue to grow in subsequent years after the 
storms, then one could attribute those changes to 
genuine growth in those sectors; if those sectors 
shrink to their pre-storm levels, then it could be 
concluded that they were not part of the recovery 
those economies – once all the repairs and 
reconstruction were completed, the demand went 
away, and those jobs and establishments went 
away. 
 
 We may never get a clear picture of 
recovery in the Gulf Coast region, insofar as Katrina 
and Rita are concerned, given the recent oil spill 
disaster.  The impacts of the oil spill will be 
numerous (damage to fishing industries, tourism 
industries, etc) and will affect any data that are 
gathered in the coming years.  Instead, analysts will 
have a new event to measure, and they will have to 
acknowledge the post-Katrina/Rita world as the 
“normal” prior to the oil spill. 
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The Impact of Levy Systems on the Economies and Agricultural Industries of 
Rural Communities in Louisiana 
 
Aaron K. Lusby, Assistant Professor  
Margaret Hinton, Student Research Associate 
Louisiana Tech University 
  

Abstract. Levy systems have been used historically to protect lands from flooding and also to assist with 
irrigation.  This paper looks at issues surrounding the current levy systems in Louisiana.  In northeast 
Louisiana, the Army Corp of Engineers has declared the levy systems around the Ouachita River as 
unsafe.  As a result, the Federal Emergency Management Agency is remapping the flood zones in the 
areas protected by the levies.  The result of these changes means purchases of flood insurance required 
for property owners in the area.  This may affect the location decisions of companies considering 
relocation to the area, which will impact the region’s economy. 

 
Keywords: Levees, flooding, flood insurance policy  

 
Introduction 
 

The Ouachita River Basin covers 16,000 square 
miles in Louisiana and Arkansas, and stretches from 
the Red River in the west to the Tensas River in the 
east, with the Ouachita River in the middle.  A 
system of levees along the Ouachita River extends 
74 miles from the City of Bastrop, Louisiana, to 
Sandy Bayou.  Several cities and towns are 
protected by these levees, including Monroe/West 
Monroe, Bawcomville and Columbia (U.S. Army 
Corps of Engineers).  In 2008, the Army Corps of 
Engineers declared that it would decertify a large 
portion of the levy system, after which the Federal 
Emergency Management Agency would redraw the 
Special Flood Hazard Area maps to reflect the 
increased flood risk to the areas protected by the 
levy system (KNOE).  If FEMA redraws the maps, any 
granting agency or lender will require the 
mandatory purchase of flood insurance for any 
purchase, construction, repair or improvement of 
buildings (Ouachita Parish Police Jury) – owners of 
such structures who did not previously have flood 
insurance would now have to purchase it, and any 
loans or grants for new construction would require 
flood insurance as well.  Policymakers – the local 
governments, FEMA, Corps of Engineers – do not 

agree on who should pay for restoration of the 
levees to certification standards, and this has 
spurred the Congressional delegate and 
representative local groups to try to get the federal 
government to help (News-Star, KNOE).  Local 
homeowners do not want to carry extra insurance, 
and economic development stakeholders worry 
that the flood insurance requirement will scare 
away businesses looking to relocate.  An estimated 
48% of homeowners in Monroe/West Monroe live 
in a floodplain area (MacDonald et al). 
 
Background on Levees 
 

For hundreds of years, American farmers have 
constructed dams and levees to clear floodplains for 
production purposes, and as cities and towns 
located along rivers, local governments also 
constructed flood protections.  After massive floods 
from the Mississippi River in 1927, Congress 
ordered the Corps of Engineers to construct and 
reinforce levees in the Mississippi River’s alluvial 
basin.  The Corps oversees 14,000 miles of levees 
and 2,000 levee systems, but they do not oversee 
the privately constructed levees, an unknown 
number, that exist (Ferber).  Oversight of 
floodplains and levee systems is conducted by 
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multiple agencies, each with their own incentives 
for flood control, and they range from the Army 
Corps of Engineers to FEMA to state agencies, and 
even cities may have their own flood control 
policies (Davis).  Some federal policies have 
required local governments to share the cost of 
building and maintaining levees with the Corps of 
Engineers, while in some cases homeowners were 
exempted from the mandatory flood insurance if 
their home was located behind a levee.  Because of 
these policies, local governments have paid for 
levees that just meet federal standards, and 
development continues in floodplains (Ferber). 
 

Davis says that despite the flood control efforts 
of local, state and federal agencies, the damage 
from flooding continues to increase.  Ferber lists 
several events in the last twenty years in which 
levees failed – Mississippi River floods in 1993 
caused $21 billion in damages and killed 48 people.  
During Hurricane Katrina, the New Orleans levee 
system failed, and approximately 75% of the city 
flooded (Link).  In reaction, Congress directed the 
Corps of Engineers to inventory the nation’s levees 
and identify those at risk of failure; Congress also 
directed FEMA to update their flood maps and 
accreditation of levees (Ferber). 
 
Flood Insurance, Flood Risk, and Location Decisions 
 

The National Flood Insurance Program (NFIP) 
was designed to subsidize insurance costs for 
existing homeowners in floodplain areas, and 
communities in floodplain areas had to participate 
or risk losing all future federal funding (Shilling, 
Sirmans and Benjamin).  The NFIP also requires that 
communities establish land-use planning that limits 
exposure to flooding (Shilling, Sirmans and 
Benjamin; Pompe and Rinehart).  Pompe and 
Rinehart includes an overview of major flood policy 
changes since the 1970s, including attempts to 
avoid encouraging development in hazardous areas 
through subsidized insurance premiums.  Despite 
these policy efforts, as studies show that the 
average number of floods per year has risen, so has 
the annual property damage from flooding (Brody 

et al).  The subsidized insurance lowers premiums 
that should be extremely high in the face of flood 
risk, thus lessening the expense of locating in a 
high-risk area.  The activity at the intersection of 
human economic development and natural land 
features may also increase the possibility of 
flooding (Brody et al; Pompe and Rinehart; 
Freudenburg et al). 
 

Pompe and Rinehart argue that government 
covers the increasing costs of subsidized flood 
insurance through taxes, which are also paid by 
citizens who do not live in flood-prone areas.  In 
Shilling, Sirmans and Benjamin, NFIP’s own 
estimates showed three dollars of paid claims for 
every $1 collected in premiums.  Shilling, Sirmans 
and Benjamin studied the effect of NFIP on housing 
values in the Baton Rouge, Louisiana, area and 
determined that NFIP actually created a wealth 
transfer through subsidized flood insurance; 
because NFIP only applies to existing homeowners 
and not new ones, new construction must buy 
private flood insurance, which carries much higher 
premium costs. 
 

MacDonald et al studied housing location 
decisions in the city of Monroe and for Ouachita 
Parish, Louisiana.  The authors theorized that the 
difference in similar homes’ sale prices would equal 
the change in insurance premiums if non-insurable 
costs are zero, because a homeowner could self-
insure against flooding by locating in a low-risk area 
(they could limit or avoid flood insurance costs by 
locating outside the flood zone).  They determined 
that sales price differential and change in insurance 
premiums were nearly equal, so non-insurable costs 
played only a small role in location decisions.  
Therefore, a homeowner’s location decision 
between floodplain and non-floodplain sites 
depends on whether they perceive that a claim will 
cover the cost of flood damage.  Given that almost 
half of Monroe’s population at the time of the study 
lived in a floodplain area, the perception may be 
that insurance covers the cost of flood loss. 
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Current State of the Ouachita River Basin Area 
 

Ouachita Parish faces flooding even with the 
levee system in place (Ouachita Parish Police Jury), 
and the Monroe area in particular faces flooding 
hazard due to the low elevation of the entire urban 
area (MacDonald et al).  A system of canals and 
channels funnels rain water into the Ouachita River, 
and the city also employs pumps; these pumps 

sometimes fail, and rainwater backs up into the city, 
or the tributaries and bayous in the basin send 
backwater into the area (MacDonald et al; Ouachita 
Parish Police Jury).  To provide an idea of the 
frequency of flooding and the damage caused, 
Table 1 compares Ouachita and nearby parishes 
with some of the Gulf Coast Parishes affected by 
Hurricanes Katrina and Rita. 

 
Table 1. Total Flooding Events and Property Damage in Select Louisiana Parishes for the Last 10 Years 
Ouachita River Basin Parishes     Gulf Coast Parishes 
Parish  Total Damage    Parish  Total Damage 
  Events $ Millions      Events $ Millions 
 
Ouachita 29 5.99     Orleans  16 0.36 
Union  1 0.1     Plaquemines 3 0.13 
Caldwell 8 0.29     Jefferson 16 0.31 
 
Source: National Climate Data Center 
 
The three selected Ouachita River Basin parishes 
combined had more flooding events with more 
damage cost during the last ten years than the 
three selected parishes from the Gulf Coast (and 
particularly the New Orleans area), which includes 
data from the 2005 hurricanes that caused so much 
devastation.  Ouachita Parish alone had almost as 
many flooding events as all three Gulf Coast 
parishes.  This shows the reality of the flood risk in 
the Ouachita River basin and the need for either 
secure levees or flood insurance. 
 
Conclusions 
 

Will homeowners relocate as feared if the flood 
maps are redrawn?  It depends on current 
homeowners’ perception of flood insurance.  If they 
believe it will cover the possible damage from 
flooding events, then they will remain in their 
current homes and pay the extra cost of flood 
insurance.  It will also depend on whether 
homeowners perceive the cost of moving is greater 
than the cost of insurance.  Moving costs include 
not only the direct cost of hiring a truck and/or 
professional movers but also search costs (time and 

effort), agent fees, closing costs, etc.  Furthermore, 
once flood maps are changed, new homes will not 
be eligible for the subsidized flood insurance; only 
existing homes are eligible.  The same choices will 
apply to business – if they build new facilities in the 
newly marked floodplain, they will have to pay for 
unsubsidized flood insurance, an increase in their 
fixed costs. 
 

The policy options for Ouachita Parish include 
increasing taxes to pay for upgrades to the levee 
system.  This is probably the least likely option in a 
highly tax averse region of the state; the levee 
board in nearby Tensas Parish tabled such a tax 
increase despite facing the same issue of new flood 
designations (Hilburn).  A second option lies in the 
creation of zoning restrictions or land use planning 
that discourages development in floodplain areas.  
This may work for future development, but with the 
entire city of Monroe already in the floodplain, too 
many entities will be grandfathered in to make 
much difference.  Finally, the authorities could 
switch from structural flood controls such as the 
canals and levees in place to the more sustainable 
flood controls adopted in Japan and the 
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Netherlands (Crichton) – wetlands combined with 
careful land use planning and insurance incentives; 
wetlands have some natural flood mitigation 
properties (Brody, et al).  That would require a 
change in the thinking on the part of those in 
charge of flood control at the local and state levels.  
Environmentally, a switch to sustainable methods 
might restore some of the natural habitat lost to 
development.  The best solution is for local officials 
to build a better relationship with FEMA and the 
Army Corps of Engineers, so that local issues with 
levee upkeep and flood zone declarations can be 
communicated to the federal agencies. 
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The Determinants of Agglomeration in Health Sector Employment in US 
Cities 

 
Bhawani P. Mishra1 

University of Missouri-Columbia 
 

Abstract: There is a tendency of industries to co-locate together in order to reap the benefits from 
externalities. The basic objectives of this study to identify the factors affecting agglomeration of health 
sector in US cities. Due to difference in the nature of industries this study has considered to investigate 
on signal health sector. Moreover, this study used the panel data model in order to capture both cross-
section and temporal dimension of the agglomeration. The study has found that factors like local 
competition, population, input availability, and state research expenditure on health are significant for 
the agglomeration of health sector. This study has also identified that fixed effect panel data model can 
also be an appropriate model to estimate the factors affecting agglomeration in health sector. 
Moreover, panel data model has also captured the dynamic trend of agglomeration of health sectors in 
Metropolitan Statistical Area of US.  

 
Key words: Agglomeration, Health sector, Employment, US cities. 

 
Introduction 
 

Cities are the home of millions of people and 
their concentrated economic activities. City 
formation itself describes the process of 
agglomeration where concentration of economic 
activities built-up along with the time in a relatively 
small area. City helps to reduce the transaction 
costs and facilitates to knowledge spillover. 
Reduction on transaction costs and facilitation of 
knowledge spillover have positive impact due to 
externalities. Therefore, urban economists believe 
that the existence of agglomeration economies. 
Agglomeration economies can be localization 
economies i.e. economies arise from the factors 
within the industry and urbanization economies i.e. 
economies arise from the factors outside of 
industry. There have been efforts in the past to 
determine the factors affecting agglomeration. 
Most of those studies concluded that the labor, 
transportation cost, proximity to inputs or output 
and specific characteristics of cities are the major 

 

 
 factors contributing to agglomeration. Additionally, 
there have also been efforts to figure out the 
appropriate model for identifying factors that affect 
agglomeration. Most of those studies were done by 
taking all of the sectors of the economy. Since the 
nature of industries are different from each other 
i.e. some industries are manufacturing some 
industries are service oriented. Therefore, there is a 
need of study to identify the factors for the 
particular sector of an economy. Visualizing that 
gap, this study has tried to contribute on identifying 
factors that affect to health sectors’ agglomeration 
with an appropriate model. In this study, health 
sector is defined as broadly that includes four major 
sub-sectors Ambulatory Health Care Services, 
Hospitals, Nursing and Residential Care Facilities 
and Social Assistance. The definition of health 
sector is defined as in North American Industry 
Classification System (NAICS) that included above 
four subsectors. 

 
 

2 Ph.D. Student at Department of Agriculture and Applied Economics, University of Missouri, Columbia, e-mail: 
bpm42c@mial.missouri.edu  
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There are three rationales of doing this paper.  
Firstly, majority of studies done so far are based on 
the cross sectional data, there is no inclusion of 
temporal dimension of the agglomeration in the 
model. In this study panel data are used in order to 
capture both dimensions i.e. temporal and cross-
sectional dimensions of agglomeration. Secondly, 
previous studies were done based on Standard 
Industrial Classification (SIC) codes, which is older 
version of industrial classification system of 
industries. But, County Business Pattern (CBP) 
introduces data set under the NAICS from 2001. 
These two SIC and NAICS coding systems do not 
match exactly. Besides, there has been lot of 
technological transformation going on in the health 
industry over the years; therefore there is a need of 
updating the knowledge on agglomeration under 
NAICS regime specifically within the specific sector. 
Lastly, since the natures of industry are different 
from one another some are manufacturing oriented 
while others are service oriented. Factors affecting 
to agglomeration would likely to be different based 
on the nature of the industry. In some industries 
inputs occupies major of portion of the total cost 
whereas in other industries supply transaction cost 
occupies major portion of the total cost. Based on 
those natures, some industries agglomerate near to 
the input markets and others industries 
agglomerate to the output markets; therefore there 
is a need to indentify drivers of agglomeration for 
health sector. The reason of taking health sector is 
because health sector is the most important sector 
of the US economy.  

 
The major objectives of the study are to 

investigate the factors affecting the health industry 
agglomeration in the Metropolitan Statistical Area 
(MSA) of lower 48 states of United States. 

Specifically, following objectives are analyzed in this 
study. 

• Identify the factors affecting health sector 
agglomeration in the US cities. 

• Examine pattern of agglomeration of the 
health sector in the US cities. 

• Identifying the appropriate model for 
determining factors affecting health sector 
agglomeration. 
 

Conceptual Framework 
 

Following simple illustration with very simple 
assumptions is enough to visualize the general 
tendency of firms to concentrate in particular place 
(figure -1). Let’s take two firms X and Y and their 
markets are M1 and M2 equal size. For the sake of 
simplicity, let’s say markets arranged in a linear 
fashion and there is only transportation cost 
involved and other costs are holding constant for 
both firms. Firm can earn more profit if it can sell to 
both of the markets and assumed both firms are 
operated at same technology. But, transportation 
cost increases with the distance increase. In the 
current arrangement, due to the proximity to the 
respective markets X firm will enjoy market M1 and 
Y will enjoy market M2. If the firm X move slightly 
toward M2 market still it is can capture M1 and able 
to reduce the distance M2 market thereby lowering 
the transportation cost. Similarly, firm Y has also 
incentive to move toward the M1 market in order to 
lower the transportation cost without losing the 
market M2. Ultimately, X will move toward the M2 
market and Y will move toward the M1 until they 
meet together.  Once firm X and Y in same place 
there is no further incentive to move away from 
each other. 

 
 

Figure 1: Relative position of firms in linear markets arrangement. 
 

If any one of two firms moves from that 
equilibrium places, one will lose the market of 

opposite direction of the movement. Therefore, 
they do not have incentive to move away from each 

M1 M2 X Y
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other. These firms do not have to be agglomerated 
exactly at the middle of the line. The positions of X 
and Y are determined by the market size and price 
of two markets, transportation costs and other 
specific characteristics and facilities of particular 
city. This illustration explains the simple supply side 
story of agglomeration; however this intuition can 
be applied to explain the demand side as well.  In 
the demand side, firms try to minimize the cost 
when firm is not a price taker in its output market 
(competitive market). As long as the firm is a price 
taker cost minimization would be the strategy of 
firm to get higher profit. 

 
It is easier to understand the agglomeration of 

interdependent industries (backward and forward 
linkage) but the question arise how same kind of 
firms with homogenous product wanted to be co-
locate together. Hotelling spatial game model 
answer that question. Let us assume there is a 
beach, which is linear as shown below from [-1, 1] 
(figure-3). Two ice cream sellers, with homogenous 
quality of ice-cream, wanted to sell their product 
along side of beach. For the simplicity let’s assume 
that consumers are distributed evenly along the line 
of beach.  

 
 
 
 

Figure 2: Ice-cream Sellers Location Decision in Linear Market.  
 

If the first seller allowed choosing the place, 
he/she may choose any place along the line. 
Everybody has to come to that seller and buy the 
ice-cream. Let’s assume he /she chose the position 
A and next seller will choose slightly right to the A 
so that second seller will capture almost 75 percent 
of the market. If first seller is allowed to move again 
he/she will choose right of the second seller 
ultimately these two sellers will end up at the 
position B. This is the equilibrium position for them.  
However, this position is not the socially optimal 
position. Social optimal position is achieved if first 
seller is on position A and second seller is on 
position C. In these positions, all consumers have to 
walk just one-fourth of the total distance. This is 
how two same firms co-locate together when there 
is competition occurs. 
 
Relevant Literatures  
 

The earlier contribution on agglomeration was 
made by Weber, von Thünen, Christaller, Isard 
through the location theory. Marshall (1920) 
specifically described the determinants of 
agglomeration economies that arise from the 
concentration of economic activities. He suggested 
that there are three causes of localization of 

economic activities. These three causes are input 
sharing, labor pooling and knowledge spillover. 
These three factors can also be summarized 
functionally as sharing, matching and learning 
(Duranton and Puga, 2004). In a city upstream and 
downstream firms co-locate together in order to 
reduce the transaction cost between these two 
cities. Besides, there is a sharing of indivisible goods 
and facilities which is non-tradable between cities, 
which ultimately triggers the process of 
agglomeration in particular location (Marshall, 
1920). Higher population creates the pool of labor 
in which there is a better match between an 
employer's needs and a worker's skills (Ellion and 
Glaeser, 1999). It also reduces risk for both 
employer and employee. Spillovers of knowledge 
also enhance the economies of scale which 
ultimately triggers the process of localization. This 
allows workers to learn from each other. Urban 
economist also viewed that cities formation itself is 
the most significant manifestation of the 
agglomeration economies i.e. of concentrated 
human settlements, intended to share social 
overhead (Ellion and Glaeser, 1999).  

 
Krugman (1999) also attempted to explain 

uneven distribution of the economic activities in the 

-1 +1 
1/4 1/41/2

A CB
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due to tug of wars between centripetal and 
centrifugal forces. He has given the list of 
centripetal and centrifugal forces as following 
(table-1). Centripetal forces positively contribute to 
agglomeration whereas centrifugal forces 

negatively contribute to the agglomeration. 
Krugman admits that the list of these variables is 
not comprehensive; it is merely a selection of some 
forces that may be important in practice. 
Table 1: Forces Affecting Geographic Concentration 

 
Centripetal force  Centrifugal force 
Market size effect (linkage) Immobile factors 
Thick labor market Land rents 
Pure external economies Pure external diseconomies 

      Source: Krugman, 1999. (http://irx.sagepub.com/cgi/reprint/22/2/142 ) 
 

The centripetal force mentioned in the first 
column represents the Marshallian sources of 
external economies. According to his explanation a 
large market size creates the backward and forward 
linkages and thick labor market is supported by 
concentration economic activities. It is because 
workers easily find employers and employers easily 
find the workers. Moreover, Krugman further 
explained that a local concentration of economic 
activity may create more or less pure external 
economies through information spillovers. In the 
centrifugal forces lists, immobile factors (negative) 
contribute to the dispersion of activities, similarly 
concentration of economic activity increases land 
rent thereby discouraging the further concentration 
and pure external diseconomies such as congestion 
can be created by the concentrations of activity. 

 
According to Glaeser (2010) due to recent 

advancement of transportation and communication 
transportation costs has significantly reduced. 
Therefore transportation costs has little role (but 
significant) in determining the agglomeration of the 
industries. However, in the health industry distance 
in term of cost may not be important but distance 
in terms of time is crucial for health industry. In 
summary, Glaeser wanted to show that location 
decision of the firm is basically determined by 
weighing the factors like backward/forward linkage, 
local competition and local non-tradable inputs and 
conditions together rather than just distance. 

 
According to McDonald and McMillen (2007) 

cities are centers of diversified services, production 

and specialized services. Due to diversified and 
specialized services of cities agglomeration of 
economies realized in cities, firms try to 
concentrate their activities around cities. These 
authors also categorized the agglomeration of 
economies into three categories i.e. urbanization 
economies, industrialization economies and 
localization economies. In urbanization of 
economies, the benefits derived from the 
agglomeration of population, common 
infrastructures, availability of labor and market size. 
But, in industrialization economies the benefits 
derives from the agglomeration of industrial 
activities, such as being suppliers or customers and 
activities near a specific facility such as university, 
transport terminals, or government institutions 
respectively. Localization economies are external to 
the firm but internal to its industry. Localization of 
economies is limited to the geographic extent and 
should not extend from the central city locations to 
the suburbs or vice versa, whereas urbanization 
economies can extend beyond the boundary of 
metropolitan area (Rosenthal and Strange, 2003).  

 
Health sector is one of major sectors of the US 

economy in which advanced technologies have 
been introduced in order to improve the quality of 
services. People might suspect that distance play 
little role on determining the agglomeration in this 
sector due to introduction of advance technologies. 
But, even in a situation of electronic transmission of 
much information, physical location matters for 
knowledge flows because electronic contacts have 
been found to complement rather than substitute 
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for face-to-face encounters (Gaspar and Glaeser, 
1998).  For example close physical contact is more 
important for the knowledge flows in the hospital 
services industry because many medical procedures 
require to have visually demonstrated.  There have 
been examples of joint ventures and strategic 
alliance between the hospitals. According to Bates 
and Santerre (2005) Day Kimball Hospital and 
Backus Hospital, both located in eastern 
Connecticut, agreed to share the cost of mobile MRI 
unit. Not always agglomeration contributes 
positively to the productivity of industries. Some 
empirical researchers have found that an evidence 
of negative impact on productivity once an 
increased number of hospitals in the same area 
(Bates and Santerre, 2005). Too many hospitals in 
same area unnecessarily compete on cosmetic 
quality items rather than actual productivity (Bates 
and Santerre, 2005). Such competition makes 

hospital to engage on a “ medical arms race” 
thereby spend unnecessarily on items such as 
cosmetic quality improvements, cost-enhancing 
technologies, and duplicate facilities as a way of 
attracting more physicians and patients (Robinson 
and Luft, 1985).  
 

Most of the previous studies have found that 
Marshallian three factors i.e. input sharing, labor 
pooling and knowledge spillover were the most 
important factors to determine the agglomeration. 
Moreover, most of these papers have used cross-
sectional model in order to determine the factors. 
But, later Koo (2005) found that there is endogenity 
problem in the cross sectional model and he used 
the three-stage least squares (3SLS) in order to 
resolve that problem. He introduced the following 
simultaneous system of two equations model to 
determine the factors affecting agglomeration.  

ܣܨ  ൌ ߚ  ܭଵߚ ܵ  ܮଶߚ ܲ  ܰܫଷߚ ܲ  ସߚ ܲ  ܦହߚ  ߝ … … … … ..……………….(1) 
 

Where, FAij is agglomeration of industry i in 
region j, KSij is knowledge spillover created by 
industry i in region j, LPij is labor pooling for industry 

i in region j, and INPij is input availability for industry 
i in region j, Pj is population in region j, and Di is an 
industry dummy variable. 

ܭ  ܵ ൌ ߙ  ܣܨଵߙ  ܧଶܵߙ  ଷܵߙ ܲ  ܦସߙ ܸ  ܥܮହߙ  ܦߙ  ߤ … … ….……..(2) 
 

Where, SEij is the percentage of small 
establishments in industry i in region j, where KSij is 
knowledge spillover created by industry i in region 
ji, FAij is agglomeration of industry i in region j, SEij is 
the percentage of small establishments in industry i 
in region j, SPij is specialization of industry i in region 
j, DVj is economic diversity of region j, LCij is the 
level of local competition of industry i in region j, 
and Di is a dummy variable included to capture 
industry-specific effects.  

 
Simultaneous model does not explain the 

temporal dimension of agglomeration. Therefore, in 
order to capture the dynamics of agglomeration 
along with cross-sectional dimensions panel data 
model is used in this study. There are also several 
advantages of using panel data. According to 
Wooldridge, (2002) panel data is used to solve the 

omitted variable problem. There are other more 
advantages of using panel data model than cross-
sectional or time series model. According to Baltagi 
(2001), there are following advantages to use panel 
data.  

a) Large number of data points.  
b) Increase degrees of freedom & reduce 

collinearity.  
c) Improve efficiency of estimates and  
d) Broaden the scope of inference  

 Methods and Procedure 
 
Data Source  

The health sector1 employment data of 
Metropolitan Statistical Area (MSA) is used for the 
analysis. Since, metropolitan area has 
geographically compact development pattern. 
MSAs in this study are only taken for the lower 48 
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states of US. Employment data of under the 
heading health care and social assistance are taken 
from County Business Pattern (CBS) of US Census 
Bureau. The NAICS code for health care and social 
assistance is 62. This is broad sector rather than 
specific industry. This sector includes four major 
industries i.e. ambulatory health care services, 
hospitals, nursing and residential care facilities and 

social assistance. According to Census Bureau, the 
health care and social assistance sector is arranged 
on a continuum starting with those establishments 
providing medical care exclusively, continuing with 
those providing health care and social assistance, 
and finally finishing with those providing only social 
assistance. The selected MSAs were presented in 
the map with red color (figure-1).  

 
 

Figure 3: MSAs included in the data points. 
 

Besides, the employment data, population, 
physical size of MSAs, other demographic variables 
are also used and are collected from Census Bureau. 
Moreover, average health expenditure by the state 
is collected from National Center for Health 
Statistics, labor force from Bureau of Labor 
Statistics and national input-output coefficient from 
Bureau of Economic Analysis.  Since this study has 
used panel data, the data are arranged across the 
MSAs and of five years time period (from 2003 to 
2007). 
 
 
 
 
 
 
 

Analysis  
In this paper panel data model is used to 

determine the factors affecting agglomeration. 
Since most of the variables are not directly 
measurable therefore, numbers of indices are 
calculated. Some of them are proxy indices. The 
agglomeration of industry i in region j at time t can 
be measured in the form of relative density of 
industry employment to the nation employment of 
that industry. In this study, health sector is only 
investigated therefore subscript i is not needed 
therefore it is nor used here. This agglomeration 
index, which is dependent variable, is calculated as 
following.  
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௧ܣܪ ൌ ܮ௨௦௧ܧ௧ܧ … … … … … … … ሺ3ሻ 

 
Where, ܧ௧= health sector employment number in MSA j at 
time t. ܧ௨௦௧= US health sector employment number at time 
t (in million). ܮ= Physical size of MSA j (sq. mile of in the year 
 ௧=Proxy for agglomeration of health sector MSAܣܪ (2000
j at time t 
 

Most of the explanatory variables indexes, 
which is already been used, are taken from Koo 
(2005)’s work. Based on above index agglomeration 
values are calculated. After examining the 
calculated value of agglomeration, New York, Los 
Angeles, Trenton-Ewing, New Haven and San 
Francisco are found most agglomerated MSAs with 
rank first to fifth respectively. But, from the year 
2005 Boston gained the fifth rank and San Francisco 
is on the sixth place. 

 
The first explanatory variable is average state 

expenditure on health research in which MSAj is 
located. This is a proxy variables used to capture the 
knowledge spillover on health industry. It is 
expected to have positive effect on agglomeration.   

 
The second indicator is input availability. 

According to Koo (2005) this measure evaluates 
how strong the presence of supplier industries for 
the health sector is in MSAj.  It is expected to have 
positive effect on agglomeration.  ܰܫ ܲ௧ ൌ  ߱௧ܳܮ௧   … … … … … … . . . ሺ4ሻ

ୀଵ  

 
Where, INP୨୲= input availability in health sector MSA j at 
time t 
ω୩୲=input-output coefficient from industry k to the 
health industry. LQ୨୲= Location Quotient for health industry of MSAj 
at time t 

The third indicator is location quotient that 
captures the specialization of the health sector in 
MSAj. This indicator also provides the information 
about the input distribution and strength of input 
industry presence. It was expected to have positive 
effect on agglomeration. 

 

௧ܳܮ ൌ ௨௦௧௧ܧ௨௦௧ܧ௧௧ܧ௧ܧ … … … … … … … . . . ሺ5ሻ 

 
Where, LQ୨୲= Location Quotient of health sector MSA j at 
time t E୨୲= Employment in health sector i of MSA j at time 
t E୨୲୭୲= total employment of MSAj at time t E୧୳ୱ୲=employment in health sector in US at time t E୳ୱ୲୭୲=total employment of US in time t 
 

The fourth indicator is local competition that is 
developed by Glaeser et al. (1992). This indicator is 
the ratio per employment establishment number of 
MSAj to ratio of national level. It is expected to have 
negative effect on agglomeration. 

 

௧ܥܮ ൌ ܶܧ ܵ௧ܧ௧ܵܶܧ௨௦௧ܧ௨௦௧ … … … … … … … … … … … . . ሺ6ሻ 

 
 
 
Where,  ܥܮ௧= Local competition in health sector in MSA j at 
time t. ܶܧ ܵ௧= Business establishment number of health 
sector in MSAj at time t ܧ௧=Employment of health sector of MSA j at time t ܵܶܧ௨௦௧= Business establishment number of health 
in US at time t ܧ௨௦௧=Employment in health sector in US at time t 
 

The fifth explanatory variable is proportion of 
small establishment number of MSAj to the total 
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establishment number in the health sector. In this 
study, small industry is defined as industry with less 
than 100 employments. This is just an arbitrarily 
chosen. It is expected to have positive effect on 
agglomeration because of interconnectedness of 
the many small industries. 

 
MSA population is the last variable that is 

considered for this model for MSAj at time t. It is 
expected to have positive effect on agglomeration. 
Population can be viewed as the labor pooling 
source as well as pool of consumers who consume 
the health sectors services.  

 
Instead of looking at the individual intercepts of 

352 MSAs, MSAs were clustered into four groups. In 
order to cluster them average cluster linkage 
method is used. Four categories are found to be 
appropriate to categorize all MSAs based on the 
agglomeration value. Cluster one has the lowest 
value of HAjt (i.e. lowest agglomerated MSAs) 
whereas cluster 4 has the highest value of HAjt (i.e. 
highest agglomerated MSAs). But, there are not 
very many MSAs in fourth cluster. After dividing 
them into four clusters least square dummy variable 

(LSDV) model is calculated in order to see the fixed 
effect model of panel data. After LSDV, random 
effect model is also calculated. Later Hausman’s 
specification test is calculated in order to choose 
appropriate model between fixed-effect model or 
random effect model. Detail description of the fixed 
and random effect models are presented below.   
 
a) Fixed effect model. 

A fixed effect model assumes differences in 
intercepts across groups or time periods. Following 
model used to estimate the parameters. 

௧ݕ  ൌ ሺߙ  ሻݑ  ܺ௧ᇱ ߚ  ,௧~ሺ0ߝ ௧ߝ  ఌଶሻߪ
 

Where, α is usual intercept and ut is intercept 
for the individual intercept for the MSA. X୧୲ᇱ  is the 
vector of explanatory variables and β is usually 
parameter to be estimated. ut is calculated by 
creating the dummies for each MSA. As earlier 
explained in this paper cluster of MSAs is used 
rather than dummy for each MSA. Before 
calculating model, descriptive statistics is calculated 
and presented below (table-4).  
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Table 4: Descriptive Statistics of Variables.
 

Variable Abbreviation N Mean Std Dev Minimum Maximum

agglomeration FA 1760 1.096077 1.238713 0.021373 12.60626 

Location Quotient LQ 1760 1.196833 0.28179 0.489426 2.342737 

Local competition LC 1760 0.877256 0.218629 0.394344 1.728426 

Population pop 1760 691578.8 1570532 54724 18922571 

Input availability  INP 1760 3.871999 0.627109 2.202 18.5673 
Proportion small 
establishments  small 1760 0.103673 0.044513 0.06072 1.6791 
State average 
health research 
expenditure  State_Res_exp 1760 4670.2 316.4083 4221 5155 

 
Descriptive statistics values presented above do 

not have usual straight forward meaning because 
they are obtained after stacking over five-year 
period of each variable; therefore they are average 
over the five-year period of each variable.    
 

Variables were also examined for 
multicollinearity using variance inflation faction 
(VIF).  If there a multicollinearity, there might be 
chance of false conclusion of no linear relationship 
between an independent and a dependent variable 
(Green, 1993). Moreover, coefficients will have the 
wrong sign or implausible magnitude (Green, 1993).  

 
Least squares dummy variable model (LSDV) is 

calculated with adding dummy variables for clusters 
of MSAs and time periods. City cluster is calculated 
by average linkage clustering method. Cluster 1 has 
lower value of agglomeration whereas cluster four 
has higher value of agglomeration. The result of 
LSDV model presented below (table-5).  This model 
is overall significant and has r-square almost 90 
percent. However, usually r-square is unreliable in 
panel data model. 
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Table 5: Estimates LSDV model with time and MSA cluster effect. 
 

    Parameter Standard     

Variable DF Estimate Error t Value Pr > |t| 

Location Quotient  1 0.08307 0.05696 1.46 0.1449 

Local Competition 1 -0.55066 0.07486 -7.36 <.0001 

Population 1 1.77E-07 1.31E-08 13.59 <.0001 

Input availability 1 0.07088 0.02272 3.12 0.0018 
State average health research 
expenditure 1 0.000371 2.92E-05 12.71 <.0001 
Proportion small 
establishments 1 0.00909 0.29002 0.03 0.975 

d2 (cluster 2) 1 2.48651 0.08064 30.83 <.0001 

d3 (cluster 3) 1 4.73686 0.09431 50.23 <.0001 

d4 (cluster 4) 1 7.6136 0.33524 22.71 <.0001 

y4 (year 2004) 1 -0.11821 0.04201 -2.81 0.005 

y5 (year 2005) 1 -0.1722 0.04428 -3.89 0.0001 

y6 (year 2006) 1 -0.23996 0.04613 -5.2 <.0001 

y7(year 2007) 1 -0.39958 0.05118 -7.81 <.0001 
 

It can be seen that all MSAs clustered in group 
2, 3, and 4 are significantly different from group 1. 
Similarly, over the year agglomeration of health 
sector is significantly decreasing as compared with 
the year 2003. This may be the reason because of 
increasing trend of suburbanization of cities. It may 
be due to improvement on infrastructures in an 
around the cities. Moreover, local competition, 
population, input availability, and state average 
expenditure on health turned out to be significant. 
The expected sign of significant variable are seen as 
expected. In addition to estimation of this model 
joint test also calculated for the MSAs’s coefficients. 
In this joint test, the null hypothesis is all 
coefficients of the MSAs are zero and alternative 
hypothesis is at least one different from zero. Null 
hypothesis is rejected and conclude that they are 
different from zero. 

 
Fixed effect model cannot estimate effects of 

variables which vary across individuals but not over 
time. The use of fixed effects is inefficient if αi is 

uncorrelated with xit (i.e., if appropriate model is 
random effects). Further, the use of fixed effects 
can exacerbate biases from other types of 
specification problems, especially measurement 
error (Green, 1993). Therefore, I also estimate the 
random effect model. 

 
b) Random effect model:  

The random effects model examines how group 
and/or time affect error variances. Additionally, a 
random effect model is estimated by generalized 
least squares (GLS) when the variance structure is 
known and feasible generalized least squares (FGLS) 
when the variance is unknown (Green, 1993). Here, 
fixed effect and random effect models were judged 
in order to identify the better model for 
agglomeration of health sector. The general form of 
random effect model can be presented as below. In 
this model, individual specific constant term is 
randomly distributed across cross-sectional units. ui 
is random disturbance ith observation and constant 
over time.  
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௧ݕ  ൌ ߙ  ௧ݔᇱߚ  ݑ   ௧ߝ
 
Where, ݕ௧=dependent variable across i and time t 
α = usual intercept ݔ௧= vector of independent variables across the 
MSA and time t ߚ= vector of parameters 
,~݅݅݀ሺ0ݑ   ௨ଶሻߪ
 
The assumption of this model is presented here, ܧሾߝ௧ሿ ൌ ሿݑሾܧ ൌ ௧ଶߝ൫ܧ 0 ൯ ൌ ௧ଶݑ൫ܧ ఌଶߪ ൯ ൌ ൧ݑ௧ߝൣܧ ௨ଶߪ ൌ ,݅  0 ,ݐ ܽ݊݀ ݆ 

௦൧ߝ௧ߝൣܧ ൌ ݐ ݂݅ 0 ് ݅ ݎ ݏ ് ൧ݑݑൣܧ ݆ ൌ 0  ݂݅ ݅ ് ݆  
 

Random effect model can be calculated either 
one-way random effect model or two-way random 
effect model depending upon the purpose of study. 
The model presented below is one-way random 
effect model. The result of the one-way random 
effect model is presented below (table-6). The 
result shows that location quotient, local 
competition, population, input availability, and 
state average research expenditure on health turn 
out to be significant. However, proportion of small 
firms is not found significant in one-way random 
effect model.  Similarly, state average health 
research expenditure is found significant but the 
sign is contrary to the expectation.  

 
Table 6: Estimates of one-way random effects model. 

 

    Parameter Standard     

Variable DF Estimate Error t Value Pr > |t| 

Intercept 1 1.353217 0.0793 17.06 <.0001   

Location Quotient 1 0.125293 0.0293 4.28 <.0001 

Local Competition 1 -0.729 0.0402 -18.15 <.0001 

Population 1 4.98E-07 2.68E-08 18.57 <.0001 

Input availability 1 0.007465 0.00352 2.12 0.0341 
State average health 
research expenditure 1 -0.00004 5.84E-06 -6.44 <.0001 
Proportion small 
establishments 1 0.033686 4.68E-02 0.72 0.4716 

 
Since there is no data of average health 

research expenditure at the MSA level, here state 
level data is used. It is likely that average research 
expenditure is high in less health access area i.e. 
rural area than metro area. That may be reason to 
have negative sign of this variable.  

     
In order to compare the fixed effect model and 

random effect model Hausman’s specification test is 
also calculated. The Hausman’s specification test 
examines that if the individual effects are 
uncorrelated with the other regressors in the model 

(Green, 1993). If correlated a fixed effect model is 
preferred. The essential result of the Hausman’s 
specification test is that the covariance of an 
efficient estimator with its difference from an 
inefficient estimator is zero (Green, 1993). 
Hausman’s specification test process involves two 
steps. Firstly, obtaining the coefficient estimates of 
the fixed Effects model and subtracting the 
coefficient estimates of the random effects model 
to form a vector of the difference in the coefficient 
estimates of the two methods. Secondly, obtain the 
variance-covariance matrix from both fixed and 
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random effect model substrate the variance-
covariance matrix of random effect model from of 
variance-covariance matrix of fixed effect model.  It 

is clearer by looking at the following Hausman’s 
specification test formula.  

 

 
 

The result also shows that if it rejects the null 
hypothesis that means random effect model is not 
preferred over fixed effect model.   

 
Based on above one-way random effect model, 

fixed effect model is preferred than random effect 
model. Similarly, two-way random effect model is 
also calculated here. There general form of 
equation can be presented below. 

௧ݕ  ൌ ߙ  ௧ݔᇱߚ  ݑ  ௧ߛ   ௧ߝ
 

Where, γ୲= random time factor  
 

Other parameters are usual and as defined 
earlier. Two-way model includes both individual-
specific and period-specific effect. Two-way model 
includes both individual-specific effects u୧ and 
period-specific effects γ୲ .The two way random 
effects model has the null hypothesis that variance 
components for groups and time are all zero. The 
result of the two-way random effect model is 
presented below (table-7) 

 
Table 7: Results of two-way random effect model. 

          

    Parameter Standard     

Variable DF Estimate Error t Value Pr > |t| 

Intercept         1 1.322265 0.0946 13.98 <.0001    

Location Quotient 1 0.13433 0.0294 4.57 <.0001 

Local Competition 1 -0.69811 0.0413 -16.89 <.0001 

Population 1 4.96E-07 2.68E-08 18.49 <.0001 

Input availability 1 0.007264 0.00355 2.05 0.041 
State average 
health research 
expenditure 1 -0.00004 1.20E-05 -3.15 0.0016 
Proportion small 
establishments 1 0.027612 4.67E-02 0.59 0.5548 

 
The result shows same results as in the case of 

one-way random effect model in term of 
significance of the variables. In this model also 
proportion of small firm is not significant. 
Hausaman’s specification test showed that fixed 
effect model is preferred over random effect model  
 
 

Conclusion 
 

The phenomenon of agglomeration is getting 
attention for long period of time. Some industries 
try to co-locate with input markets, whereas others 
try to co-locate with output markets. Due to 
difference in the nature of industries factors 
affecting agglomerations are likely to be different 
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for different industries. In analysis of health sector, 
location quotient is not found significant but 
population and input availability are significantly 
contributing to the agglomeration of health 
industries. This may be because of service oriented 
nature of the health sector. This study also 
concludes that Marshallian factors are important 
for the health sector as well. Besides, there is a 
significant different between the agglomeration 
index values between the time period as compared 
with the value of year 2003. Similarly, there is also 
significant different between the values of 
agglomeration index with the group of MSAs. Panel 
data has captured the dynamics of the 
agglomeration; therefore it can be beneficial to use 
to identify the factors affecting agglomeration. In 
continuation of that effort of finding appropriate 
model, this study found that the fixed-effect model 
can also be appropriate model to indentify the 
driver of agglomeration in health sector with many 
advantages over cross section model.  
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Market Power of the Japanese Non-GM Soybean Import Market: The U.S. 
Exporters vs. Japanese Importers  
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Abstract. Genetically modified (GM) soybean acreage has rapidly increased in the world in the past decade 
and globally the majority of countries now use GM soybeans to produce oil and meal for livestock and 
human consumption. Japan, however, uses only Non-GM soybeans for direct human consumption of 
which more than 80% are imported from the U.S., Canada, and China. This research used the inverse 
residual demand model to estimate a U.S.-Japan partial equilibrium trade model to test the existence of 
market power in the Japanese Non-GM soybean import market. The U.S.-Japan partial equilibrium trade 
model incorporated the U.S. residual Non-GM soybean supply for Japan, the Japanese residual demand 
for U.S. Non-GM soybeans, and the equilibrium condition, where the U.S. residual Non-GM soybean 
supply equals the Japanese residual Non-GM soybean demand. Monthly data from January 2003 to 
December 2007 were used for the analysis. Empirical results indicated that U.S. Non-GM soybean 
exporters have stronger market power than Japanese Non-GM soybean importers. The results also 
indicate that Japanese consumers are willing to pay higher prices for soybeans, tofu, natto, miso, and 
other all soy food products. 

 
Keywords: Market power, Non-GMO, Industrial Organization, Soybeans 
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Introduction 
 

In the past 100 years, Japan has changed from 
being a self-sufficient country to an industrially-
advanced country that relies heavily on trade. As a 
result, Japanese citizens enjoy a high standard of 
living. But except for rice, Japan must import food 
commodities from all over the world. At present, 
the country’s food self-sufficiency ratio is 39% 
(calorie base), which means that Japan depends on 
imports for 61% of its food supply. The self-
sufficiency ratio in grains is 27% (MAFF 2003). For 
food grade soybeans, the self-sufficiency ratio, 
which has declined year by year, was only 15 
percent in 2004. Some studies suggest that the 
decreasing Japanese self-sufficiency ratio may result 
in future problems (MAFF 2006a). 

 
The United States is the leading soybean 

producer in the world. In the past decade, 

genetically modified (GM) soybean acreage has 
rapidly increased. Most of the major soybean 
importing countries, including China, Mexico, and 
South Korea, reading accept imports of GM 
soybeans for all uses. On the other hand, Japan, the 
world’s third largest soybean importer, has insisted 
on importing only Non-GM soybeans for direct 
human consumption. Japan’s major suppliers are 
the U.S., Canada, and China. Japan will likely 
continue to be the world’s largest importer of Non-
GM soybeans. 

 
Figure 1 shows the U.S. Non-GM soybeans 

share of the total U.S. soybean acreage. In 1997, 
U.S. Non-GM soybeans were planted on over 95% 
of the total U.S. soybean acres. But GM soybean 
technology has been adopted rapidly by U.S. 
soybean farmers. As a result, Non-GM soybeans 
share decreased to less than 50% of the total 
soybean acreage by 1999. Non-GM soybean share 
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has continued to fill in the new century to only 9% 
of total U.S. soybean acreage. 

 
Japanese Soy-Foods 
 

There are many food soybean products 
consumed around the world. For instance, tofu, soy 
milk, and soy sauce are popular in many countries. 
Consumption of other soybean foods, however, 
tend to be limited primarily to specific regions. For 
example, soy cheese, soy yogurt, and soy ice cream 
are popular products in the U.S., but only specialty 
soybean stores sell these soybean foods in Eastern 
Asia.  

 
In the 1930’s, Japan was self-sufficient in food-

grade soybean production. Japan started to import 
soybeans, primarily for oil in the 1940’s. By the 
1950’s, the amount of soybeans produced in Japan 
was approximately equal to soybean imports. 
During the 1960’s, the amount of imported 
soybeans surpassed the amount of domestically 
produced soybeans. In 1972, the tariff on soybean 
imports was eliminated. In a short time, 
approximately eighty percent of all soybeans 
consumed in Japan were imported. United States 
produced soybeans made up 90% of soybeans 
imported into Japan. In the 1990’s, consumption of 
GM soybeans became an increasingly important 
issue in Japan. Japanese consumers drove the 
debate by increasingly choosing to purchase Non-
GMO products. In 2000, all soy products 
manufacturers fully shifted to Non-GM soybeans for 
tofu and natto production in Japan. Tofu has a long 
history in the Eastern Asian countries including in 
China, Japan, North and South Korea, and Taiwan. 
Tofu has been accepted as a health food in the U.S. 
and European Union (EU). Natto is an ethnic 
Japanese food of fermented whole soybeans. Natto 
soybeans are characterized by small seed size, 
which can be a maximum of only 5.5 mm diameter. 
Natto soybeans must also have a clear hilum, thin 
seedcoat, and high carbohydrate content. For 
centuries, natto has been popular in parts of Japan 
as a flavoring, especially as topping on rice for 
breakfast (Norris 2006).  Natto is packaged in small 

white plastic packages with soy sauce and mustard. 
Miso is fermented and salted soybean paste. 
Although it is used primarily as a seasoning, miso 
soup is one of the most popular foods made from 
miso. It is usually served with rice at breakfast and 
supper meals in Japan. 

 
Given the above facts, the Japanese Non-GM 

soybean import market can be characterized as a 
monopsony if all Japanese Non-GM soybean 
importers are viewed as one buyer. If all exporters 
in each country are aggregated, U.S., Canada, and 
China can be viewed as an oligopoly. The question 
then becomes who has more market power: the 
monopsony or the oligopoly? The party to a trade 
negotiation with the strongest market power can 
negotiate a more favorable price or other terms of 
trade than a trading partner with relatively weak 
market power. Estimating who has stronger market 
power should be of interest to both Non-GM 
soybean exporting countries and a Non-GM 
soybean importing country.  

 
There are U.S., Canadian, and Chinese Non-GM 

soybean exporters in the Japanese Non-GM 
soybean market but U.S. Non-GM soybeans share 
over 70% in the Japanese Non-GM soybean market. 
Thus it is important to know the market power 
relationship of the United States compared to 
Japan: Japanese buyer vs. U.S. seller. U.S. 
policymakers would be in better position trade 
policies that could expand the U.S. market share in 
the Japanese Non-GM soybean import market. 
Japanese policy makers may be able to change 
trade policies to forestall future problems of relying 
on a powerful trade partner, such as the United 
States. 

 
To determine relative Non-GM soybean market 

power relationships, this research will employ a 
two-country partial equilibrium trade model to test 
market power relationships for the Japanese Non-
GM soybean import market between Japanese Non-
GM soybean importers and U.S. Non-GM soybean 
exporters. 

 



2010 MCRSA Conference Proceedings   

108 

 

Literature Review and Overview of the Food 
Soybean Trade between the U.S. and Japan 
 

The Lerner Index (LI, Lerner 1934) for measuring 
the market power of a single firm was created in 
1934. Also, the Lerner Index can be used to 
measure the degree of market power of a firm in an 
imperfect market. The Lerner Index is defined as LI= 
(P-MC)/P where the variable P is the market price 
and MC is the marginal cost. However, measuring 
the degree of the market power is difficult using an 
empirical model because of the difficulty in 
obtaining marginal cost data by showing previous 
studies. 

 
Carter et al. (1999) estimated the world wheat 

market by using the Residual Demand Elasticity 
(RDE) model. It was a new approach to measuring 
the market power of individual countries for wheat. 
Carter et al. assumed that each country was a firm, 
and those parameters could be interpreted as the 
share-weighted industry averages for all firms 
within one country. Using the double-log form, 
Carter et al. estimated the price flexibility for the 
U.S. wheat exports to Japan directly. 

 
Song (2006) estimated the Chinese soybean 

market by using multiple- and two-country partial 
equilibrium trade model. This approach measures 
the market profits of both soybean importers and 
exporters in the Chinese soybean market. Song 
followed Carter et al. (1999) assumption that each 
country was a firm. Song first applied RDE model 
and The USDA-Economic Research Service 
(ERS)/Penn State Trade Model, then Song built up 
the multiple-country partial equilibrium trade 
model.  Song used monthly data from January 1999 
to February 2005 to estimate his model. These 
results indicated that the Chinese soybean 
importers have stronger market power than U.S. 
soybean exporters and this is consistent with actual 
observations. 

 
  
 
 

The Non-GM Soybean Trade 
 

Japanese trading companies import Non-GM 
soybeans into Japan. Japanese trading companies 
do not deal exclusively in one specific product or 
product group, but rather deal in many products. A 
typical leading trading company will buy or sell 
almost anything, including industrial goods, textile 
goods, raw materials including agricultural products 
and mineral resources among other products. There 
are eight Japanese trading companies in that import 
food soybeans. On the other side of the trades are 
U.S. grain exporters that sell the soybeans to 
Japanese trading companies. 

 
 There are two principle ways to ship U.S. 

soybeans to Japan. One is bulk shipment, and the 
other is container shipment. Bulk shipment is 
typically used for large-volume sales of commodity 
soybeans. The most common bulk shipment size is 
40000 metric tons. Not all soybean trading 
companies can finance the large quantity required 
to fill a vessel of that size. Only the four largest 
Japanese trading companies have the capability to 
charter vessels (Fukunaga, 2003). There are many 
advantages of using containers, such as to reduce 
shipping risks, theft, handling damage, adverse 
temperatures, or risk of accidental mixing. Specialty 
soybeans may even be purchased directly from a 
farmer. U.S. soybeans shipped in containers usually 
maintain in high quality because there is less 
damage to the soybeans in transit and foreign 
material levels are lower. Also demurrage on 
containers is much lower than for vessels, thus 
there is less financial risk (USSEC). 
 
Theoretical Model, Variable identification, and 
Empirical Estimation and Interpretation 
 

As shown by most previous research in 
international agricultural trade, people believe that 
importers have more market power than exporters, 
both in competitive and non-perfect competitive 
markets. This research is focused on the food 
soybean market in Japan. As discussed in Chapter 2, 
Japan has a unique food soybean market. Japanese 
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people consume only Non-GM soybeans, therefore 
Japan imports only Non-GM soybeans from the 
U.S., Canada, and China. In order to use the two-
country partial equilibrium trade model, Japan is 
considered a monopsony by aggregating all 
Japanese Non-GM soybean importers. On the other 
side are the U.S., Canada, and China which makes 
up a three-country oligopoly of soybean sellers. If 
Japan as a country is a monopsonistic Non-GM 
soybean importer, it may have more market power 
than any one of the Non-GM soybean exporting 
countries. This research seeks to test who has the 
stronger market power in the Japanese Non-GM 
soybean import, buyer or seller. 

 
To measure the market power of Japan as a 

Non-GM soybean buyer, the inverse residual Non-
GM soybean demand and the inverse residual Non-
GM soybean supply were estimated. In the two-

country partial equilibrium Non-GM soybean trade 
model, the inverse residual Non-GM soybean 
demand and the inverse residual Non-GM supply 
were combined to estimate relative market power.  

 
Models 
 

This research focuses on the U.S.-Japan partial 
equilibrium Non-GM soybean trade model since 
over seventy percent of the Non-GM soybeans 
consumed in Japan come from the U.S. Other Non-
GM soybean exporting countries, Canada and 
China, are treated as other Non-GM soybean 

exporters to Japan, OTH
JPNIMP . Likewise, some 

European countries that import Non-GM soybeans 
from the U.S. are treated as other Non-GM soybean 

importers from the U.S., OTH
USEXP .  

 
Based on Song (2006) model, the U.S.-Japan partial equilibrium Non-GM soybean trade model is written 

as: 
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where, IMPUS

JPNP ,  is Japanese Non-GM soybean import 

price from U.S. (￥/MT); US
JPNRD  is Japanese residual 

demand for U.S. Non-GM soybean (MT); JPNINC  is 

Japanese personal disposable income ($); OTH
JPNIMP  

is Japanese Non-GM soybean imports from 
countries other than U.S. (MT); FT is the food time 
trend variable, measuring Americanization of 

Japanese dishes; JPNε  is the error term, assumed 

identically and independently distributed. EXP
USP  is 

U.S. Non-GM soybean export price to Japan ($/MT);
JPN
USRS  is U.S. residual Non-GM soybean supply for 

Japan (MT); USINC  is U.S. personal disposable 

income ($); OTH
USEXP  is Non-GM soybean exports 

from U.S. to countries other than Japan (MT);

USSTK  is the U.S. beginning Non-GM soybean 

stocks (MT); and USε  is the error term. 

 
Data Description 
 

For estimating the U.S.-Japan partial 
equilibrium Non-GM soybean trade model, monthly 
data from January 2003 to December 2007, 60 
observations in all, were used. See Table 3.1 for all 
variables used in this analysis and sources. 
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Data for the Japanese inverse residual Non-GM 

soybean demand, US
JPNRD , and the U.S. inverse 

residual Non-GM soybean supply, JPN
USRS , were 

obtained from the Ministry of Finance Japan (2008) 
and Daily Soybean and Oil Seeds published by 
Shokuhin Sangyou Shinbunsha Co., Ltd. (Food 
Industry Newsweek Co., Ltd.). The amount of 
monthly Non-GM soybean in Japan imported from 
the U.S. for each month, NGMUS

MJPNSB ,
, , is the amount 

of monthly soybean imported by Japan from the 
U.S., US

MJPNSB , , divided by the amount of soybeans 

Japan imported yearly from the U.S., US
YJPNSB , , 

multiplied by the Non-GM soybeans imported by 
Japan yearly from the U.S., NGMUS

YJPNSB ,
, . It can be 

written as: 
 

NGMUS
YJPNUS

YJPN

US
MJPNNGMUS

MJPN SB
SB
SB

SB ,
,

,

,,
, *=                   (5)                                                                               

 

Japanese personal disposable income, JPNINC , 

is from the U.S. Department of Agriculture, 
Economics Research Service (USDA-ERS) 
International Macroeconomic Data Set (USDA-ERS, 
2008b). According to Song (2006), the U.S. personal 
disposable income and Japanese personal 
disposable income are annual data. In this research, 
however, monthly data is required. Personal 
disposable income for the U.S. and Japan were 
transformed into monthly format, as described 
below. First, the annual growth rate of Japanese 
personal disposable income was calculated. Second, 
the initial value was set as the January disposable 
income. Then, the calculated annual growth rate 
and the initial value were used to estimate 
disposable income for the remaining months of the 
year. The last step was to use the trial-and-error 
method to adjust the January income so that the 
sum of the estimated monthly disposable incomes 
equaled the actual annual disposable income. The 
estimated monthly income was used to 

approximate the actual monthly disposable income 
in the empirical estimation (Song 2006). 

 
The variable, Japanese Non-GM soybean 

imports from other countries, OTH
JPNIMP , was 

calculated from data obtained from the Ministry of 
Finance Japan (2008) and Daily Soybean and Oil 
Seeds, published by Shokuhin Sangyou Shinbunsha 

Co., Ltd. The variable OTH
JPNIMP  is the sum of the 

monthly Japanese soybean imports from Canada 
and China multiplied by the amount of yearly 
Japanese Non-GM soybean imports from Canada 
and China, NGMOTH

YJPNSB ,
, . The amount of monthly 

Japanese soybean imports from Canada where the 
sum of the amount of Japanese soybean imports 
from Canada and China equals 100, is the amount 
of monthly Japanese soybean imports from Canada,

CA
MJPNSB , ; divided by the amount of yearly Japanese 

soybean imports from Canada, CA
YJPNSB , ; multiplied 

by the yearly Canada to China soybean import to 
Japan ratio,  

 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+
100*

,,

,
CH

YJPN
CA

YJPN

CA
YJPN

SBSB
SB

   

 
The monthly Japanese soybean imports from 
Canada can be written as: 
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Similarly, the amount of monthly Japanese 

soybean imports from China when the sum of the 
amount of Japanese soybean imports from Canada 
and China equals 100, is the amount of monthly 
Japanese soybean imports from China, CH

MJPNSB , ; 

divided by the amount of yearly Japanese soybean 
imports from China, CH

YJPNSB , ; multiplied by the 

yearly Chinese soybean ratio in Japan, which is 100 
minus the yearly Canada to China soybean import 
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to Japan ratio. The monthly Japanese soybean 
imports from China can be written as: 

 ⎥
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Thus, Japanese Non-GM soybean imports from Canada and China can be written as: 
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For the U.S. inverse residual Non-GM soybean 

supply to Japan model, the U.S. Non-GM soybean 

export price to Japan, EXP
USP , is the FOB price 

reported by the U.S. Department of Agriculture, 
Foreign Agriculture Service (USDA-FAS, 2008). The 

U.S. personal disposable income, USINC , is from 

USDA-ERS, International Macroeconomic Data Set 
(USDA-ERS, 2008c). Similar to the Japanese personal 
disposable income, the reported data for U.S. 
personal disposable income is annual data. Using 
the same method as used for the Japanese personal 
disposable income, U.S. monthly personal 
disposable income is estimated from the actual 
annual income. The variable U.S. Non-GM soybean 

beginning stocks, USSTK , was obtained from the 

USDA-ERS, Oil Crops Yearbook (USDA-ERS, 2008d). 
The variable U.S. Non-GM soybean exports to 

countries other than Japan, OTH
USEXP , is calculated 

using data obtained from USDA-FAS. The variable 
OTH

USEXP , is the amount of monthly U.S. Non-GM 

soybean exports, NGM
USEXP ; minus the amount of 

monthly U.S. Non-GM soybean exports to Japan, 
JPN

USEXP . The amount of monthly U.S. Non-GM 

soybean exports, NGM
USEXP ; is the amount of 

monthly U.S. soybean exports, MUSEXP , ; multiplied 

by the Non-GM soybean to GM soybean cropping 
ratio in the U.S. which is 1 minus the percentage of 

GM soybean cropping ratio in the U.S.,

( )GM
areaSB%1− ; divided by twelve. 

 
JPN
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Specification Test 
 

Before estimating the U.S.-Japan two-country 
partial equilibrium Non-GM soybean trade model, a 
heteroscedasticity test and an autocorrelation test 
were conducted for both Japanese inverse residual 
demand function for the U.S. Non-GM soybeans 
and the U.S. inverse residual Non-GM soybean 
supply function for Japan. Test results indicate that 
the null hypothesis for equation (1) and (2) fail to 
reject for either model. These test results imply that 
neither the Japanese inverse residual demand 
function nor the U.S. inverse residual supply 
function have a heteroscedasticity problem and an 
autocorrelation problem. 

 
Estimation and Interpretation 

 
The U.S.-Japan two-country partial equilibrium 

Non-GM soybean trade model was simultaneously 
estimated by using the SAS Three-Stage Least 
Squares (3SLS) method. Estimated results, reported 
in Table 2, show that for the Japanese inverse 
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residual demand function (1), Japanese residual 

Non-GM soybean demand, US
JPNRD , is statistically 

significant at the 1% level. 
 

The sign of the estimated coefficient of the 
Japanese residual Non-GM soybean demand, 

US
JPNRD , is negative as expected, indicating a 

downward sloping Japanese residual demand for 
U.S. Non-GM soybeans. By equation (1), the 
estimated coefficient is also the price flexibility of 
the Japanese residual demand function for U.S. 
Non-GM soybeans, equaling the Adjusted Lerner 

Index of the U.S., USALI , which can be used to 

measure the market power of the U.S. Non-GM 
soybean exporters as shown by Appendix equation 
(A3). From another perspective, the estimated 
coefficient also indicates the profit earned by U.S. 
Non-GM soybean exporters (the difference 
between the U.S. Non-GM soybean export price, 
the sum of the U.S. farm level soybean prices, and 
the U.S. Non-GM soybean exporters’ transaction 
costs). The estimated price flexibility of the 
Japanese inverse residual demand for the U.S. Non-
GM soybeans is -0.219 and the market profits of the 
U.S. Non-GM soybean exporters (the difference 
between the U.S. Non-GM soybean export price and 
the sum of the U.S. farm level Non-GM soybean 
prices and the transaction costs of the U.S. Non-GM 
soybean exporters) are about 22% of the export 
price as shown in Table 2. 

 
For the U.S. inverse residual Non-GM soybean 

supply function (equation 2), the U.S. residual Non-

GM soybean supply, JPN
USRS , is statistically 

significant at the 1% level as shown in Table 2. The 
sign of the parameter for the U.S. residual Non-GM 

soybean supply for Japan, JPN
USRS , is positive as 

expected, indicating an upward sloping U.S. residual 
Non-GM soybean supply curve. By equation (2), the 
estimated coefficient for the U.S. Non-GM soybean 

residual supply quantity, JPN
USRS , is also the price 

flexibility of the U.S. inverse residual Non-GM 
soybean supply function for Japan, which is also the 

Adjusted Lerner Index for Japan, JPNALI  as shown 

by Appendix equation (A4) which can be used to 
measure the market power of the Japanese Non-
GM soybean importers. From another perspective, 
the estimated coefficient indicates the profits of 
Japanese Non-GM soybean importers (the 
difference between the Japanese domestic Non-GM 
soybean price, the Japanese Non-GM soybean 
import price from the U.S., and  the Japanese Non-
GM soybean importers’ transaction costs). The 
estimated price flexibility of the U.S. inverse 
residual Non-GM soybean supply to Japan is 0.04 
and the market profits of Japanese Non-GM 
soybean importers are about 4% of the Non-GM 
soybean import price as shown in Table 3. 
Comparing these two coefficients, it can be inferred 
that U.S. Non-GM soybean exporters have greater 
market power than Japanese Non-GM soybean 
importers. 
 
Conclusions 
 

People around the world have recently become 
more interested in food-related health issues. The 
Japanese people have long been concerned about 
healthy food. One of the most popular Japanese 
health foods is tofu produced from soybeans. 
However, Japan grows only about 10% of the 
soybeans consumed in the country each year. Japan 
imports about 70% of its food soybean needs from 
the U.S. In recent years, the U.S. soybean farmers 
have switched from producing all Non-GM soybeans 
to producing almost all GM soybeans. At present, 
only nine percent of the U.S. soybean crop remains 
Non-GM soybeans. Soybean producers in other 
countries are following the U.S. example and are 
switching to GM soybeans. GM soybeans have 
lowered production costs while raising yields for 
soybean producers. In the future, differential 
incentives for farmers to grow Non-GM soybeans 
will have to increase to offset lower yields, higher 
production costs, and the costs associated with 
segregating Non-GM soybeans from GM soybeans. 
By the late 1990’s, Japanese people had developed 
widespread apprehension about the safety of 
consuming GM soybeans. Since then, they have 
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insisted on eating only Non-GM soybeans. In 
response to consumer desires, Japanese soybean 
importers only import Non-GM soybeans for food 
soybeans in Japan. This makes the Japanese food 
soybean market unique in the world.  
Market power is defined in this paper to mean the 
ability of a seller to negotiate the market price of a 
product and other terms of trade in his favor. With 
the decline in Non-GM soybean production in the 
U.S. Canada, and China, it appears that market 
power in the Japanese food soybean market has 
shifted to the sellers of Non-GM soybeans. A two-
country partial equilibrium trade model was 
constructed to test the hypothesis that market 
power has shifted to the sellers of Non-GM 
soybeans. The U.S.-Japan partial equilibrium trade 
model showed that U.S. Non-GM soybean exporters 
have relatively stronger market power than 
Japanese Non-GM soybean importers. The market 

margin for U.S. Non-GM soybean exporters was 
estimated at 22% of the export price. Conversely, 
the market margin for the Japanese Non-GM 
soybean importers was only about 4% of the Non-
GM soybean import price. These results show that 
the Japanese importers may have to pay a higher 
price to purchase Non-GM soybeans in the future. It 
also indicates that Japanese consumers will have to 
pay higher prices for tofu, natto, miso, and other 
soy foods. The long term implication of the 
difference in market power is Japanese Non-GM 
soybean importers will purchase more Non-GM 
soybeans from Canada or China, or select 
inexpensive soybeans such as U.S. GM soybeans 
near future. Eventually, Japanese consumers will 
have to make a decision to keep paying a higher 
price for Non-GM soybeans or accept lower priced 
GM soybeans. 

 
Figure 1. Non-GM Soybean Share in the Total Soybean Acreage of the U.S. (1997-2007) 

 
Source: USDA-ERS, 2008a 
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Table 1. The U.S.-Japan Partial Equilibrium Non-GM Soybean Trade Model’s Variables and Sources 
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Table 2. Estimated Results of the U.S.-Japan Partial Equilibrium Trade Model 
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Appendix 
 
Similar steps for achieving adjusted Lerner Index for 
Song (2006), U.S. Non-GM soybean exporters 

choose export quantity to Japan, EXP
USQ , to 

maximize their profits, US∏ . 
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USUS

Farm
US
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*)(*)(max +−=∏                                                                      (A1) 

 
where US∏  represents profits obtained by U.S. 

Non-GM soybean exporters. The variable EXP
USP  is 

U.S. Non-GM soybean export price, which is a 

function of the export quantity, EXP
USQ . The variable 

Farm
USP  is U.S. Non-GM soybean farm level price that 

is equal to the exporter’s purchase cost from U.S. 
Non-GM soybean farmers. The variable USC  is U.S. 

Non-GM soybean exporter’s transaction costs. 

The first order condition of equation (A1) and 
arrange it then, 
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The left side of equation (A2) represents the 

market power for U.S. Non-GM soybean exporters 
over the Japanese Non-GM soybean importers. The 
right side of equation (A2) is the price flexibility of 
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the Japanese inverse residual Non-GM soybean 
demand from U.S. The market power for U.S. Non-
GM soybean over the Japanese Non-GM soybean 
importers as the Adjusted Lerner Index for U.S.,

USALI . It can be written as: 

 

( )
USEXP

US

US
Farm

US
EXP

US ALI
P

CPP =+−
                             (A3)                                                                          

 
Therefore, the price flexibility of the Japanese 

inverse residual demand for Non-GM soybeans 

from U.S. can be used as an indirect measure to 
evaluate the market power of U.S. Non-GM 
soybean exporters. Similarly, the price flexibility of 
U.S. inverse residual Non-GM soybean supply for 
Japan can be used as an indirect measure to 
evaluate the market price of Non-GM soybean 
importers in Japan. 
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Working for California: The Impact of the California State University 
 
Elizabeth Johnston 
ICF International  
 

Abstract. As the largest university in the world’s leading knowledge economy, it is not surprising that the 
California State University’s has a significant impact. Put succinctly, California reaps a five fold benefit 
from every dollar that state invests in the CSU.  Furthermore, the system sustains over 150,000 jobs in 
California annually, and by providing education to those that would otherwise not have access, 
decreases statewide unemployment. Annually, the CSU generates nearly $1billion in state and local tax 
revenue, which particularly in this time of budget shortfalls is critical to the state’s coffers. When the 
impact of the higher earnings of CSU graduates is considered, the impact rises to $70.4 billion annually, 
and supports more than 485,000 jobs. The tax impact of this combined spending impact is 1.7 times 
greater than the state’s annual investment in the CSU.  

 
While not directly quantifiable, the system is critical in filling the state’s key, knowledge-based 
occupations with skilled and prepared workers. The system reaches out to and provides supports for the 
state’s students who might otherwise not have had a change at higher education. While workforce 
development is the system’s main goal, the CSU contributes to statewide applied research and 
innovation, particularly in the emerging field of sustainability. The system has made a commitment to 
on-campus and community-based sustainable practices and policies. 

 
Keywords: California State University, institution of higher education, economic assessment, IMPLAN 
model 
 

Introduction 
  

A university education changes the trajectory of 
people’s lives. It helps them fulfill their aspirations 
to become artists, engineers, teachers, health care 
professionals and more. University graduates are 
better prepared to succeed in, adapt to, and 
appreciate the rapidly changing world around them. 
In addition, a university education is widely 
recognized as an investment that pays a lifetime of 
dividends in the form of better jobs and higher 
incomes.  

 
What is less well understood, however, is that 

the investment in higher education is also a strong 
investment for the state economy. When states 
invest in their public university systems, the state as 
a whole receives an economic boost. In this 
analysis, ICF International assessed the economic 
contribution of the California State University 

System, its 23 campuses and the Chancellor’s office, 
to the State of California and eight separate regions. 
In addition to analyzing the effects associated with 
university and student (current and alumni) 
spending, this analysis evaluates the CSU’s 
contribution to workforce development and applied 
research as well as the growing area of on-campus 
and region-wide sustainability. 

 
The focus of this paper will be on the economic 

modeling methodology and results; however we will 
also present summary results for broader impacts 
on workforce, research and sustainability.  

 
Project Context  
 

Now is a particularly critical time for public 
universities to defend their budgets and show that 
they not only contribute to the long term job and 
GDP growth of the state by educating the 
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innovators of tomorrow, but they also support 
immediate, local jobs through increased demand 
for goods and services purchased by the university, 
its faculty, and students. As the California State 
University prepares to celebrate its 50th anniversary, 
it is an important time to be reminded of the 
contribution that the CSU provides for the state of 
California and its economy. This analysis is an 
update to the CSU system-wide economic impact 
assessment conducted by ICF International in 2004.  

 
Part I: Economic Modeling  
Methodology 
 

Direct spending and employment by the CSU 
system, its faculty and staff and students is the 
most obvious way in which the system contributes 
to the state’s economy. Not only does each CSU 
campus and the Chancellor’s Office purchase goods 
and services from the surrounding economy, they 
are also important regional employers. 
Furthermore, direct spending/employment 
represent only a portion of university-generated 
impact. The full economic benefit includes the 
impact associated CSU spending in other 
interdependent sectors. These indirect impacts can 
be assessed through regional economic impact 
analysis. Regional economic modeling is founded on 
the principle that industry sectors are mutually 
supporting: one industry purchases inputs from 
other industries and households (e.g., labor) and 
then sells outputs to other industries, households, 
and government. Economic activity in one sector 
causes an increased flow of money throughout the 
economy. Conventional economic impact 
assessments focus on estimating the direct and 
indirect expenditures of the organization being 
studied, in this case the CSU system, and the so-
called “multiplier effect” triggered by initial 
organizational spending that creates ‘ripples’ of 
multiple rounds of spending throughout the 
economy. ICF used the modeling software   
IMPLAN1 to conduct this analysis of the CSU’s 

                                                 
1 IMPLAN, a proprietary model maintained by the 
Minnesota IMPLAN Group, is a widely accepted 

spending on the regional and state economy in 
California.  

 
Expenditures alone, however, provide an 

incomplete picture of the impact of the university in 
terms of what it actually does—provide an affordable, 
accessible quality university education to nearly 2 
million Californians who might not have otherwise 
attended university. No fiscal analysis can fully capture 
all of the impacts associated with the unique role that 
a higher education system has had on educating the 
state’s workforce and enabling them to fulfill their 
career goals. However, one of the ways that the value 
of a CSU education can be estimated is by quantifying 
the higher earning power of university graduates. The 
U.S. Census Bureau has estimated that bachelor’s 
degree holders earn, on average, nearly $1 million 
more than high school graduates2 over the course of 
their working life. This means that a university 
education has a powerful economic impact for both 
individuals and the communities in which they spend. 
The increased earning power of university graduates 
therefore should be considered in a complete 
accounting of the CSU’s impact on California.  

 
ICF captured this long-term impact of the CSU by 

evaluating the life-long spending differential of CSU 
alumni. When alumni graduate with a more advanced 
degree, they are compensated with a higher income, 
which they in turn spend, generating additional jobs 
and industry activity. In 2008-09, the 1.96 million CSU 
bachelor’s and master’s degree alumni working in 
California earned an estimated $122 billion in income. 
While not all of this $122 billion is attributable to their 
university education, roughly $42.1 billion of it 
represents the enhanced earnings power that is 

                                                                               
framework for analyzing the effects of an economic 
stimulus on a pre-specified economic region. Version 3.0 
of the model was used for this analysis.  
2 Bachelor’s degree holders that work full-time, year-
round throughout their career can expect to earn an 
average of $2.1 million over their lifetime, compared to 
$1.2 million for workers with a high school diploma only. 
Source: U.S. Census, The Big Payoff: Educational 
Attainment and Synthetic Estimates of Work-Life 
Earnings. 
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attributable to their CSU degree. That $42.1 billion has 
indirect and induced effects on spending, jobs, and 
taxation, similar to all other types of spending, and ICF 
again used the IMPLAN to estimate these secondary 
effects. 

 
The subsequent sub-sections of this report will 

discuss in-detail the methodology used for 
determining inputs, running the IMPLAN model and 
analyzing the results.   

 
Inputs 
 

ICF used financial information provided by the 
university system from academic year 2008-2009 to 
determine system-wide institutional spending on 
capital and operational expenses as well as auxiliary 
organizations. Campus auxiliary organizations, such 
as bookstores, campus restaurants, foundations, 
research institutes, and other entities captured the 
bulk of student expenditures for such things as 
books, housing and on-campus food purchases, etc. 
Off-campus student spending data was not included 
in campus financial records. To estimate total direct 
CSU student (on and off-campus) spending, ICF first 
determined the number of out-of-region students 
to capture only the spending of those students who 
would not have been spending locally if not for the 
CSU. (It was assumed that ‘local’ students would 
likely have been living locally and thus making 
similar expenditures whether or not they were 
attending the CSU). Only out-of-state students were 
included in the statewide analysis, and only 
students who came from outside of the region 
where they attended a CSU campus were included 
in the regional analysis. This represents a 
conservative approach (i.e., it might underestimate 
student spending impacts compared to many 
traditional impact calculations). ICF used the CSU 
Cost of Attendance 08-09 Report and Housing 
Occupancy database to estimate, by campus, how 
much a student typically spends, excluding items 
from on-campus and auxiliary organizations, such as 

food, housing (for students living on campus3), and 
books, which were already captures in the auxiliary 
expense reports. 

 
Based on the data provided by the CSU and the 

assumptions described above, ICF estimated four 
main spending inputs, which totaled $7.96 billion in 
2008-2009. 

 
• $5.48 billion in university expenditures on 

wages and salaries, services, supplies, and 
related ongoing needs; 

• $987 million in average annual university 
expenditures on construction and capital 
expense; 

• $1.29 billion in expenditures by campus 
auxiliary organizations such as bookstores, 
campus restaurants, foundations, research 
institutes, and other entities; 

• $203 million in additional off-campus 
spending by out-of-state students who are in 
California to attend the CSU. Expenditures on 
a statewide basis for housing and other living 
expenses by resident students were assumed 
to exist with or without the CSU and 
therefore were not considered an 
incremental benefit. On a regional basis, 
residential expenses were counted for out-of-
area students as being an incremental benefit 
to that region.  

 
As indicated, in addition to the impacts 

associated with current CSU-related spending 
(institutional and as well a student), the CSU 
system, in providing an education to nearly 2 million 
alumni, has supported generations of learners in 
achieving their career goals, earning a higher 
income and spending that income to generate 
additional jobs and industry activity. ICF estimated 
the direct impact associated with CSU alumni 
enhanced earnings power by determining the total 

                                                 
3 It was assumed that for students living in on-campus 
housing, all food and housing expenditures would occur 
at auxiliaries.  
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number of alumni, by degree, by campus, dating 
back to 1970-19714 who are currently living in 
California. Average income was estimated and 
weighted based on age and degree earned. The 
amount of total earnings attributable to the CSU 
degree was calculated as the difference between 
the weighted average salary associated with their 
final educational level minus the weighted average 
salary associated with their previous educational 
level5. ICF estimated that CSU local alumni have an 
enhanced earnings power of approximately $42.1 
billion that is attributable to their CSU degree. 
 
Running the Model 
 

ICF used the IMPLAN model to estimate the 
total economic contribution of the CSU system to 
the State of California and its regions based on the 
direct campus-level “spending’ inputs, described 
above. For this analysis, ICF conducted the analysis 
at several modeling regions; statewide and each of 
the eight sub-regions; North Coast, Bay Area, 
Sacramento Valley, Central Coast, Inland Empire, 
San Joaquin Valley, Los Angeles region, and San 
Diego region. The current version of the IMPLAN 
model allows for the assessment of regional 
interaction, and therefore can account for impact 
that spending in one region has on surrounding 
regions. Within each defined study region, IMPLAN 
uses average expenditure data from the industries 
that originate the impact on supplier industries to 
trace and calculate the multiple rounds of 

                                                 
4 It was assumed that CSU graduates from that year and 
later years who were still residents of the state would 
still be in the labor force. 
5 Some students come to the CSU with a high school 
diploma only; others transfer after completing some 
college. The salary differences between bachelor’s 
degree recipients and high school graduates were 
calculated as well as the salary difference between 
bachelor’s degree recipients and transfer students with 
some college credits. These two differences were 
weighted based on historical data for the split between 
the two sources of students to the CSU (first-time 
freshmen with a high school diploma and transfer 
students). 

secondary indirect and induced impacts that remain 
in the region (as opposed to “leaking out” to other 
areas). IMPLAN then uses this total impact on 
industry activity to calculate total job and tax 
impacts. Alumni impacts were modeled separately 
from the other spending impacts because they 
could only be calculated at the state-level.  

 
Results 
 

It was important to present the impact results 
in economic terms that would resonate with both 
University stakeholders and state-wide law makers 
and local residents. ICF used the following economic 
metrics: 

 
• Economy-wide industry activity 
• Jobs  
• State and local tax revenue  
• State-wide return on investment  

 
Jobs and return on investment are particularly 

important indicators given the current political 
situation in California related to public university 
budget cuts.   
 

 The analysis presented results for three key 
geographic scales. Again, it was important that both 
state and local stakeholders be provided with data 
on the impacts as they relate to their constituency. 
ICF reported system-wide impacts on the entire 
state, as well as regional impacts, which constituted 
the aggregation of campus-specific impacts within a 
given region. ICF also provided campus-specific 
impacts for each of the 23 campuses and the 
Chancellor’s office. The statewide return on 
investment is useful in discussions around public 
funding in Sacramento, while the regional campus-
specific impacts are particularly valuable for the 
campuses as they articulate their benefit to the 
surrounding community.  
 
Statewide Fiscal Impact 
 

The full economic impact of the $7.96 billion in 
direct CSU-related expenditures (institutional and 
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student spending) is estimated at nearly $17 billion. 
CSU spending has a statewide multiplier effect of 
2.13. In other words, every dollar of direct spending 
by the CSU “grows” to $2.13 when indirect and 
induced spending are considered. This level of 
spending activity supports almost 150,000 jobs 
statewide annually and generates over $995 million 
in annual taxes for state and local governments. 

 
Furthermore, when alumni earnings are taken 

into account, the combined direct impact raises to 
roughly $50 billion, for a total statewide effect of 
$70.4 billion. This level of economic activity 
supports roughly 485,000 jobs annually in the state 
and generates $4.9 billion in annual tax revenue for 
state and local governments. 

 
California’s Return on Investment in the CSU. 
 

The magnitude of the CSU’s economic impact 
on California can be compared to the state’s annual 
investment in the university system. In 2008-09, the 
state’s investment in the CSU (operating and 
average capital appropriations) totaled $3.12 
billion. For every dollar the state invests in the 
university system, the impact of CSU-related 
expenditures alone creates $5.43 in total industry 
activity. When the impact of the enhanced earnings 
of CSU graduates is included, the ratio rises to $23 
in total industry activity impact for every dollar the 
state invests in the CSU. 

 
Regional and Campus Results  
 

Our analysis explored the impacts not only at 
the state-level but also in eight regions throughout 
the state (North Coast, Bay Area, Sacramento 
Valley, Central Coast, Inland Empire, San Joaquin 
Valley, Los Angeles region, and San Diego region). 
These regions are common jurisdiction breakdowns 
within the state, and thus are useful for policy and 
economic discussions. Each region consists of one 
to seven campuses (most have three to four). 
Results were presented for both the impact of the 
campuses on the region, as well as the region on 
the state, to show the relative impact across 

regions. It should be noted that the alumni impact 
could only be reported at the state-level due to the 
granularity of migration data. Trends across the 
regions were not surprising; non-metro regions, 
such as the North Coast, Central Coast, Inland 
Empire and San Joaquin Valley, experienced ‘higher’ 
leakages, as these communities were more likely to 
have to purchase their goods and services from 
larger metro areas. To illustrate, the regional 
purchase coefficient (RPC), the percentage of 
purchases that are felt locally, for the Inland Empire 
is roughly 40% compared to the RPC for the Bay 
Area which is roughly 80%. Bay Area economy is 
larger and more diverse and thus better able to 
satisfy the range of goods and service needs of local 
CSU campuses and their students.  

 
In addition to conducting regional analysis, ICF 

also assessed the impact that individual campus had 
on the region and state. Each of the 23 campuses 
and the Chancellor’s office was assessed separately. 
Not surprisingly, there was significant variance in 
impact across the campuses. The (direct) spending 
magnitude for larger campuses, with more 
students, was obviously higher. But even when size 
was taken into account, differences in how 
campuses “spent” their money, i.e. operational 
versus capital expenditures, greatly affected each 
campus’ multiplier. Capital expenses, heavily 
concentrated in the construction industry, have 
more significant economy-wide impacts then 
spending in the service or higher education sector. 
Thus campuses that spent a significant portion of 
their investments on capital costs tended to have 
more significant economy-wide impacts.  
 
Part II: Broader Benefits 
Workforce Development   
 

As the largest source of the state’s skilled, 
diverse workforce, the California State University 
provides thousands of graduates in hundreds of 
fields each year. CSU graduates have the skills, 
expertise, and preparation to succeed and excel in 
emerging knowledge-based fields like life sciences, 
information technology, and the emerging “green” 
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industries. The CSU is a key contributor to the state’s 
public sector workforce, educating a substantial 
number of teachers, criminal justice employees, 
social workers, and policymakers. For all of these 
fields, the CSU strives to build a workforce based in a 
range of backgrounds and experiences, and to 
provide educational opportunities to students 
regardless of their financial means. 

 
Our analysis focused on key knowledge-based 

and service industries that account for nearly five 
million jobs in California: 
 

 Agriculture, Food and Beverages; 
 Business and Professional Services; 
 Life Sciences and Biomedicine; 

 Engineering, Information Technology and 
Technical Disciplines; 

 Media, Culture, and Design; 
 Hospitality and Tourism; 
 Education; 
 Criminal Justice; 
 Social Work; 
 Public Administration. 

 
The CSU’s contribution to these industries is 

evident when analyzing the percentage of 
graduates in California who receive their degrees 
from the CSU. The graph below demonstrates the 
CSU’s strong showing across California’s key 
industries.  

 
Percentage of California Bachelor’s Degrees awarded by CSU, 2007  

 
Source: California Postsecondary Education Commission 

 
Of particular note is the CSU’s significant 

contribution to graduates in the fields of Hospitality 
and Tourism, Business, and Agriculture. In each of 
these fields, the CSU produces well over 50 percent 
of the bachelor’s degrees awarded in California. 
Additionally, the CSU continues to be California’s 

largest source of educators. More than half the 
state’s newly credentialed teachers in 2007-08—52 
percent—were CSU graduates, expanding the 
state’s ranks of teachers by more than 12,500 per 
year. 
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Newly Issued California Teaching Credentials (regular credentials and internships) by University, 2007-08 

 
Source: California Commission on Teacher Credentialing  

 
Making Higher Education Accessible 
 

In every industry, California thrives on a 
workforce based in a range of backgrounds and 
perspectives. To that end, the CSU has a long 
tradition of providing access to higher education to 
Californians from different ethnic, socioeconomic, 
and educational backgrounds, making it the most 
diverse university system in the country. Over the 
last 10 years, the CSU has significantly enhanced its 
academic preparation and outreach efforts to 
underserved communities through a variety of 
programs and partnerships with the goal of 

increasing college readiness for K-12 students. 
Equally as important, the CSU is also focusing on 
helping students succeed and persist to a degree 
once they reach the university and has recently 
launched a Graduation Initiative aimed at increasing 
the graduation rate and halving the achievement 
gap of underrepresented students.  

 
As of 2006-07, 56 percent of all bachelor’s 

degrees granted to Latinos in California were CSU 
degrees. The numbers for other ethnic groups in the 
state were similar as shown in the following graph. 

CSU, 52%

UC, 4%

Other, 44%
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CSU Bachelor’s Degrees Recipients as a Percentage of All California Public 
and Private University Bachelor’s Recipients, 2006-07. 

 
Source: California Postsecondary Education Commission  

 
The CSU has also continued efforts to offer a 

university education to disabled students. More 
than 10,000 disabled students are currently 
enrolled at the CSU, and more than 95 percent 
graduate. This success rate is in part due to the 
wide range of services provided to assist disabled 
students. CSU campuses also provide 
comprehensive services that ensure the admission, 
retention, and graduation of foster youth. Foster 
youth are provided direct contact with staff 
members, ongoing academic monitoring and 
intervention, opportunities to build relationships in 
a community setting, and connections to campus 
clubs and organizations.  

 
The CSU works to welcome students who enter 

college from community college or non-traditional 
avenues. In fall 2008, about 42 percent of students 
entering the CSU began their academic careers in 
community college. This is coupled with the CSU’s 
programs that allow students to engage in learning 
later in life. Approximately 1 in 5 CSU students is 
older than 30, and one-quarter of students attend 
the CSU part-time. Programs and services like child 

care, veteran’s offices, financial aid, and counseling 
and advising support help students successfully 
engage while in college.  

 
Numerous online and distance learning 

programs also allow access to the CSU for students 
who otherwise may not have the opportunity to 
gain higher education. The CSU Extended Education 
units on every campus address the educational and 
training needs of California’s workforce. Individuals 
can pursue degrees, take classes, complete 
credentials, earn certificates, and explore 
professional and career development opportunities. 
Extended Education partners with business and 
industry to design and deliver high-quality programs 
that enable people to excel in a competitive 
environment. 

 
Beyond the wealth of programs designed to 

promote access to higher education, the CSU 
remains one of the most affordable public 
education systems in the nation. With federal and 
state aid, loans, and scholarships, students have 
many options to help them afford a college 
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education. While state funding cuts have forced the 
CSU to find new ways to maintain quality, including 
raising fees, the CSU’s in-state fees remain the 
second lowest among comparable institutions 
nationally. That said, about one-third of revenues 
from increased fees help bolster financial aid. In 
2008, the CSU awarded more than $2 billion in 
financial aid, including loans, work study, and 
grants, helping to maintain its legacy as a uniquely 
affordable option for higher education. More than 
250,000, or 54 percent, of CSU students received 
some form of aid in 2008. 

 
Impact on Innovation and Entrepreneurship  
 

Applied research and innovation is a productive 
and burgeoning economic engine for California. The 
CSU’s research capabilities are an important asset 
to the state, with CSU research and project 
sponsored expenditures from federal, state, local, 
and private sources amounting to over half a billion 
dollars annually, and employing 6,000 students in 
fiscal year 2007-08. The CSU actively pursues 
research and sponsored program opportunities as 
evidenced by the 5,100 proposals it submitted to 
federal and state agencies and private foundations 
in 2007-08. That same year CSU campuses received 
grant or contract awards varying from 
approximately $2 million to $131 million from 
federal, state, foundation, and private sources. The 
CSU’s applied research projects focus on multiple 
industries such as Energy and the Environment, 
Biotechnology and Health Care, Agriculture, 
Information Technology and Engineering, and 
Physical Sciences/Advanced Sciences.  

 
Research partnerships and entrepreneurial 

initiatives are implemented not only through the 
CSU’s centers and institutes but through faculty-led 
and student-supported programs and projects, and 
multi-campus consortiums. Examples of such 
projects include the California Seafloor Mapping 
project, the Biocompass project, and the California 
Vehicle Launch Education Initiative. 

 

The CSU’s expanding research agenda is 
complementing and stimulating its educational 
mission, while providing new solutions for and new 
forms of partnership with industry.  

 
Sustainability: Environmental Consciousness and 
Energy  
 

The CSU is dedicated to serving as a guardian of 
the state’s natural resources—not only as a 
consumer of these resources but also as an 
institutional leader. The CSU campuses have 
committed to sustainability initiatives such as the 
Presidents’ Climate Commitment, and the 
international higher education-sponsored Talloires 
Declaration, and have also joined associations and 
voluntary green programs. Sustainability and 
related fields of study are offered as undergraduate 
majors as well as graduate degree programs to 
prepare the next generation of environmental 
leaders. In addition, CSU campuses have adopted 
creative measures to incorporate sustainability in 
their everyday operations. The broad scope of 
green initiatives committed to by the CSU campuses 
are closely aligned with the statewide Integrated 
Energy Policy, which includes energy efficiency, 
water conservation, alternative transportation, local 
food options, recycling/waste reduction, green 
outreach/community action, green 
building/sustainable design, and renewable energy.  
 

The CSU adopted renewable energy generation 
to help achieve energy independence for its 
campuses. The CSU Board of Trustees set a goal for 
the CSU to double its on-campus renewable 
generation by 2014, and the CSU is well on its way 
to exceed this target. Currently 23 percent of the 
CSU’s electric power is from renewable sources. In 
2005, the CSU partnered with the Department of 
General Services to lead a statewide effort to install 
solar-powered generation systems on university 
campuses and state facilities. This is expected to 
offset an amount of carbon dioxide that is 
equivalent to removing nearly 1,200 cars from the 
road annually or providing annual electricity for 800 
homes. 
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Students too play a key role in the design and 

implementation of various innovative “green” 
initiatives that not only raise environmental 
awareness in the local community, but also ensure 
that graduates will join the community with a 
deeper understanding of sustainability and an 
increased environmental sensibility. Key examples 
of the latter are Chico’s annual “This Way to 
Sustainability” conference, the nation’s largest 
student-run conference focusing on sustainability, 
and Humboldt State University students’ creation of 
a fee to fund student-led energy efficiency projects. 
Community education and action is a key 
component of the CSU’s mission to raise 
environmental awareness on a local and regional 
level. The CSU offers specialized centers for 
community use such as Cal Poly Pomona’s 
AGRIscapes, which integrates farming and urban 
landscaping practices that are sustainable, 
environmentally beneficial, economically viable, 
and technologically sound. San Francisco State 
University’s Industrial Assessment Center provides 
small- and medium-sized manufacturers with free 
assessments of their plant's energy, waste and 
productivity efficiency, and offers 
recommendations for improvements.  

 
Conclusion  
 

As the largest university in the world’s leading 
knowledge economy, it is not surprising that the 
California State University’s has a significant impact. 
Put succinctly, California reaps a fivefold benefit 
from every dollar that state invests in the CSU.  
Furthermore, the system sustains over 150,000 jobs 
in California annually, and by providing education to 
those that would otherwise not have access, 
decreases statewide unemployment. Annually, the 
CSU generates nearly $1billion in state and local tax 
revenue, which particularly in this time of budget 
shortfalls is critical to the state’s coffers. When the 
impact of the higher earnings of CSU graduates is 
considered, the impact rises to $70.4 billion 
annually, and supports more than 485,000 jobs. The 
tax impact of this combined spending impact is 1.7 

times greater than the state’s annual investment in 
the CSU.  

 
While not directly quantifiable, the system is 

critical in filling the state’s key, knowledge-based 
occupations with skilled and prepared workers. The 
system reaches out to and provides supports for the 
state’s students who might otherwise not have had 
a change at higher education. While workforce 
development is the system’s main goal, the CSU 
contributes to statewide applied research and 
innovation, particularly in the emerging field of 
sustainability. The system has made a commitment 
to on-campus and community-based sustainable 
practices and policies.  




